
Instance'Based LearningKey idea& just store all training examples hxi! f3xi4iNearest neighbor&" Given query instance xq< =rst locate nearesttraining example xn< then estimate>f3xq4# f3xn4k?Nearest neighbor&" Given xq< take vote among its k nearest nbrs 3ifdiscrete?valued target function4" take mean of f values of k nearest nbrs 3ifreal?valued4 >f 3xq4# Pki ! f3xi4k
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When To Consider Nearest Neighbor
 Instances map to points in !n Less than -. attributes per instance Lots of training dataAdvantages7 Training is very fast Learn complex target functions Don=t lose informationDisadvantages7 Slow at query time Easily fooled by irrelevant attributes
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Voronoi Diagram
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Behavior in the LimitConsider p(x) de*nes probability that instance xwill be labeled 4 (positive) versus 7 (negative)9Nearest neighbor; As number of training examples ! "@approaches Gibbs AlgorithmGibbs; with probability p(x) predict 4@ else 7kBNearest neighbor; As number of training examples ! " and k getslarge@ approaches Bayes optimalBayes optimal; if p(x) # $D then predict 4@ else 7Note Gibbs has at most twice the expected error ofBayes optimal
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Distance(Weighted kNNMight want weight nearer neighbors more heavily1112f 3xq4 Pki !wif3xi4Pki !wiwhere wi ! 5d3xq% xi4"and d3xq% xi4 is distance between xq and xiNote now it makes sense to use all trainingexamples instead of just k" Shepard@s method
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Curse of DimensionalityImagine instances described by ./ attributes1 butonly . are relevant to target functionCurse of dimensionality6 nearest nbr is easilymislead when high9dimensional XOne approach6 Stretch jth axis by weight zj1 where z # $ $ $ # znchosen to minimize prediction error Use cross9validation to automatically chooseweights z # $ $ $ # zn Note setting zj to zero eliminates this dimensionaltogether see AMoore and Lee1 DEEFG
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