Case-Based Reasoning

Can apply instance-based learning even when

X £ R

— need different “distance” metric

Case-Based Reasoning is instance-based learning
applied to instances with symbolic logic
descriptions

((user-complaint errorb53-on-shutdown)

(cpu-model PowerPC)

(operating-system Windows)

(network-connection PCIA)

(memory 48meg)

(installed-applications Excel Netscape VirusScan
(disk 1gig)

(likely-cause 777))
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Case-Based Reasoning in CADET

CADET: 75 stored examples of mechanical devices

e cach training example: ( qualitative function,
mechanical structure)

e new query: desired function,

e target value: mechanical structure for this
function

Distance metric: match qualitative function
descriptions
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Case-Based Reasoning in CADET

A stored case: T—junction pipe
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Case-Based Reasoning in CADET

e Instances represented by rich structural
descriptions

e Multiple cases retrieved (and combined) to form
solution to new problem

e Tight coupling between case retrieval and
problem solving

Bottom line:

e Simple matching of cases useful for tasks such as
answering help-desk queries

e Area of ongoing research
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Lazy and Eager Learning

Lazy: wait for query before generalizing

e L-NEAREST NEIGHBOR, Case based reasoning

Eager: generalize before seeing query

e Radial basis function networks, ID3,
Backpropagation, NaiveBayes, ...

Does it matter?
e Eager learner must create global approximation

e Lazy learner can create many local
approximations

o if they use same H, lazy can represent more
complex fns (e.g., consider H = linear functions)
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